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Meta-Analysis

The five big ideas I chose to focus on from Instagram’s privacy policy were “Things You

and Others Do and Provide,” “Information From Partners,” “Responding to Legal Requests,”

“Managing and Deleting Information” and “Content Others Share or Reshare About You.” I

chose these ideas because all (except “Managing and Deleting Information” which I’ll explain

subsequently) tie back to the lack of self-regulation one has as an account holder. In other words,

these ideas have to do with personal privacy, or lack thereof, because so much of your online

presence is accessible or controlled by others. Information about you is available from others,

shared by others and requested by others, and Instagram’s privacy policy basically says much of

that is unavoidable. In fact, there’s many reasons why they condone or initiate it, many of such

reasons masquerading as “to personalize your experience.” Sharing information online is a tried

and true marketing champagne, so it paradoxically gives big data platforms an incentive to be

lenient with privacy. As for why I chose the “Managing and Deleting Information” idea as well,

I’ve always been pretty spooked about the tirelessly preached “once you hit send, it’s out there

forever” warning. Forever is a long time, and I’m not sure I’d ever want something available

about me online forever, at least not under my control. This mindset is what inclined the

incorporation of that fifth idea, even if it’s not as much having to do with “others” like the other

four. After zeroing in on this idea, I learned about Instagram’s six month policy, which basically

explains that even after you delete something from your search history, it’s still available via

Instagram or its third-party services for six months. While six months is slightly less haunting

than forever, it still places my words in the hands of someone or something else after they’re

gone from my possession, and who knows how my words can be used against me?



Hudson Burrows

A change I would make to Instagram’s policy that would better “protect” users’ privacy is

to be a lot more specific about their legal actions. Ironically, it almost felt like Instagram put

more effort into explaining more minor privacy concerns than when it came to briefing their

“Responding to Legal Requests” section. Here, Instagram continuously refers to “good faith” and

“belief.” This is unsettling for a number of reasons. For one thing, applying “belief” to a

platform’s foundation is a fundamental flaw in big data and perpetuates discrepancies based on

racist, sexist, ableist, etc. ideologies. Secondly, it obscures what the platform considers as

righteous or not, so it’s unclear how users should know how to act online (passed common

sense). Further, Instagrams only outline of this behavior is left as “internationally recognized

standards.” The change I would make to this idea is to have a much more thorough, numbered

list of online behaviors that can be shared if legally requested. It should not be up to “good faith”

to determine what type of behavior is condemned; rather, it should be made clear to users how

they are expected to act on the platform.

Cheney-Lippold’s “Categorization: Making Data Useful” builds on this idea of

subjectivity in platforms and algorithms. This reading delved into the concept of measurable

types, which are data templates that construct a new interpretation of a certain type of identity

(Cheney-Lippold 32). One of the examples the author uses to explain measurable types is the

comparison between a terrorist and a ‘terrorist,’ the latter being the computerized measurable

type version of a terrorist. The difference lies in the fact that a terrorist is someone who projects

violence against citizens due to political motivation, whereas a ‘terrorist’ is someone who’s

behavior acts “as if” they were a terrorist, based on fixed definitions of online behavior that are

algorithmically tied to what makes someone a terrorist (Cheney-Lippold 30). This is an extreme

example, but a necessary one in order to expose the grave potential of measurable type online
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identities. Instagram’s “good faith” and “belief” justifications for handing over personal

information are unnervingly similar to the overarching concept of “as if” measurable types. Not

having straightforward, deliberately specific behaviors that determine further legal actions leaves

room for interpretation, or rather misinterpretation, of information.

My chosen audience for this project are prospective students looking to apply to

Binghamton University. This shaped how I chose my narrative and style because having been in

that position just four years ago, I remember wanting someone to tell me the facts as they were

and the information I needed to put my best foot forward. Considering this, I interpreted my

audience as young adults who understand mature concepts yet are looking for accessible,

straightforward explanations. I also formated my examples around stuff I was hyper aware of

while applying to college, such as what my profile said about me as a person, student and

applicant. Additionally, I incorporated memes because I know people at that age appreciate a

good meme and will better relate to and consider the information at hand.

I chose to compose my privacy policy in the form of a newspaper. This was admittedly a

result of my eat-breathe-sleep Pipe Dream routine nowadays, so a newspaper design was at the

forefront of my thoughts and ideas. While this was my process of coming up with the idea, the

more I considered it the more it made sense for prospective students anyway. Newspapers

address events and issues as they come without dumbing down for their readers or concealing

information. I think that my chosen form of a newspaper would be engaging to my audience, as

prospective students are looking for credible, valid information directly from the schools they’re

applying to. A newspaper run by the school presents relevant and necessary facts about the
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school and its values, information that would serve as incredibly useful for Binghamton

applicants.

I think that the amount of time allotted for this project was fair for the amount of research

that was expected of us. The only constraint I feel may have been reflected in my project was the

reliance of my non-expert interpretation to reword a privacy policy for a non-expert audience. It

was difficult to digest the ideas in the policy to begin with, so I’m not entirely confident that I

provided a more accessible and explicit overview for others. If there was more time for the

project, maybe I could’ve ensured a better understanding of the policy myself which would

translate better to a non-expert audience. Regardless of how much I ultimately understood about

Instagram's privacy policy, I definitely know more now than before this project and I am more

aware of my role as an Instagram user.
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